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ABSTRACT

In this current scenario the automatic classification has been used for many applications such as indexing for information retrieval system, search engines, document organization and text filtering. Classification is one of the widely used techniques in the machine learning. It is a mechanism of grouping the data according to the predefined class labels. The popular classification algorithms are K-Nearest Neighbor algorithm (K-NN) and Support Vector Machine (SVM) algorithm. K-NN is a lazy learning method where classification is done by comparing the feature vectors of different points. K-NN is popular due to its simplicity and efficiency, but complexity is in finding the k value as a small k value will result in obtaining lesser information from training data. Support Vector Machine is another algorithm where an optimal hyperplane is chosen for classifying the diabetes dataset. SVM provides high accuracy and found to be popular in high dimensional data space. The hybrid classification algorithm is used to build the classification model using SVM-NN classifier is proposed. In this proposed SVM-NN classifier the impact of k parameter is reduced by considering only support vectors in order to classify the data. In SVM-NN Manhattan distance measure is used to compute the distance between the test samples and support vectors. The test samples can be compared to the class labels of the original class labels and performance can be evaluated using the confusion matrix. This proposed SVM-NN algorithm can reduce the size of the training samples and also greatly reduces the classifying time, so it can be used for large data sets. The experimental result shows that SVM-NN gives the best performance for Diabetes dataset.
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1. INTRODUCTION

Machine Learning is a common learning problem where the algorithm are learns from the set of instances and classifies the new instances to a class labels from the set of trained class labels. Classification is the one of the technique used in supervised learning. Supervised learning has a pair consisting of both input value and desired expected labels which is used to classify the unknown data. This method works fast and accurate. Classification is the process of grouping the data based on the predefined trained class labels.

The steps for classification:
- **Learning step**: Every sample is assumed to a predefined class is known as class label. The set of samples with class label used for model construction is known as training set. By applying the classification algorithm the classification rules are generated.

- **Classification step**: Here unknown sample is given as test data to the classification rules and predict the class label for the unknown samples. For classifying data, one can use the classifier technique are,

**A. K-Nearest Neighbor**

K-Nearest Neighbor is a non parametric instanced based lazy learning algorithm. KNN has been used in statistical estimation and pattern recognition. The principle behind the KNN algorithm is that to identify the data point which is nearest to the k value, where k is the integer value used to classify the data points. If the value of k is small, KNN performs moderately and if k value is high the classifier accuracy is more. But the threshold is exceeded, the accuracy of the classifier decreases. So the k value needs to be fixed approximately. Normal the k value to be fixed in the range of 3 to 10 values.

![Figure 1](image)

**K-NN Classifier Representations**

In the above Figure 1 show the unknown data is represented as star, the two class labels are represented in shaded circles and un-shaded circles. The objective is to find the class label for the new input data. The advantages of K-NN are simple to implement, since training sample is small. The disadvantages of K-NN are dependence on k- value and difficult to implement, when training samples are large.

**B. SUPPORT VECTOR MACHINE**

A Support Vector Machine is the most powerful supervised learning algorithms which is used to analyze the data and also used for classification process. The implementation of SVM is the concept of Structural Risk Minimization (SRM) in order to generate the linear separable hyperplane from a set of given training samples which gives the low classification errors. The SVM classifier algorithm builds a classifier model which assigns the new unknown test samples into either one of the class labels.
Figure 2 shows the example SVM model representation. The data points are grouped into two categories represented as black circles and white circles. Here we have three hyperplanes H1, H2 and H3 on the two axes x1 and x2. H3 cannot separate the class into two categories. H1 has a small margin and the maximum margin has H2 with linear separable by hyperplane. The formula is to calculate the linear separable hyperplane is given as,

\[ w \cdot x + b = 0 \]  \hspace{1cm} (1)

In the above equation 1 explains that separating the optimal hyperplane with high accuracy, where ‘w’ is a weight vector, \( w = \{w_1, w_2, \ldots, w_n\} \), \( n \) is the number of attributes. ‘x’ is the values of attributes in training set and ‘b’ is a scalar value. The good optimal separating hyperplane is considered as the maximum margin between the different set of classes. Margin can be calculated as,

\[ d_1 + d_2 = \frac{\|b\|}{\|w\|} \]  \hspace{1cm} (2)

In the equation 2 represents the sum of distance from two set of classes, where \( d_1 \) is the distance of one classes of hyperplane to nearest data samples and \( d_2 \) is the distance of another set of classes of hyperplane to nearest data samples. The nearest data points are located in a maximum distance to hyperplane are called as Support Vectors (SVs). The SVM is used for many real time applications and gives the high accurate classifier. It does not occur the over fitting because the separation of margin is equal between the SVs and optimal hyperplane. The advantages of SVM are handling the high dimensional data and more accurate. In the proposed work a novel approach is created by integrating the Support Vector Machine - Nearest Neighbor (SVM-NN) and take advantages of the accuracy of SVM classifier and simplicity of nearest neighbor to build a classifier model for classification. The using of SVM classifier is to select the support vectors (SVs) and to minimize the size of training samples. And the applying the nearest neighbor classifier in the trained dataset, where finding the shortest distance between the unknown class labels of samples and trained class labels. And then group the unknown test samples to the particular category. Finally evaluate the performance of the classifier approach.

II. RELATED WORK

Han et al (1999) proposed a model Weight Adjusted K-Nearest Neighbor Classifier algorithm was proposed to overcome the problem of learns weights for different features. In the weight adjustment step, the weight of each feature is divided into small steps to improve the classification decision. The feature with the most objective function is identified and their corresponding weight is
updated. The drawback of using enhanced weight adjustment is over fitting. Min Ling et al (2005) proposed a novel method using the Multi-Label learning using K-NN classifier algorithm. In Multi-label learning, training sample is taken as the input and predict the class labels for unknown test samples. First, identify the k nearest neighbor samples and predict the class labels for unknown samples using maximum a posteriori (MAP). The limitation is performance dependent on the k value and lesser k value, the accuracy of the algorithm will be minimal. Geng et al (2008) proposed a K-Nearest Neighbor (K-NN) classifier used for information retrieval using query dependent ranking. K-NN uses a method called query-dependent ranking which is used to train a model and implement different ranking models for various types of queries. This technique uses two methods to rank the information based on the query. An online method is used as first that generates a ranking model for a given query by using the labeled neighbors in the query feature space. The Documents are ranked based on the query using the created model. Second is an offline method that creates the ranking models to increase the effectiveness of ranking. The experimental result showed that online and offline both perform well using single ranking function. The drawback of using KNN in the training is that it takes much higher time complexity. Lee et al (2011) proposed a model for text document classification using support vector machine and Euclidean distance is used for the classification decision. The SVM classifier generates a decision making using the linear separable hyperplane. The kernel function is used to map the low dimensional of input data points into the high dimensional space, so that it can be separated by a linear hyperplane. On the other hand, the parameter of soft margin; C is an important parameter to determining the performance of the SVM Classifier. To overcome the value of parameter of C, the Euclidean distance is used to compute the distance between the unknown test samples and trained class labels.

III. PROPOSED SYSTEM
The objective of the proposed work is to build the classifier model using Support Vector Machine-Nearest Neighbor (SVM-NN) classification algorithm for diabetes dataset. Here the dependency of K value is minimized and enhancing the KNN by introducing the SVM Classifier. The Support Vector (SV) is taken from the SVM trained model and minimizes the training data. This greatly reduces a time and also performs the better classification accuracy. The Manhattan (CityBlock) distance measure is used to compute the distance between the unknown test samples and support vectors is chosen from the each category.
IV. SYSTEM DESIGN

The above Figure 3 shows the process of system model for SVM-NN classification approach.

A. SUPPORT VECTOR MACHINE CLASSIFIER
In the training set the Diabetes dataset is taken as the input for classification model. Training a dataset is a collection of data along with a class label to generate the classifier model to predict the test data. In multidimensional dataset, data points are distribution in nature. Here diabetes dataset is taken as a multidimensional dataset. Hence, low dimensional dataset is converted into high dimensional with the help of kernel functions. The SVM model includes the number of support vectors, class labels, kernel type, and bias value of separating the hyperplane. To classify the new test data, predict the class label with the generated model and calculate the accuracy of the SVM classifier. The SVM gives a good accurate result with multi dimensional dataset. To take the advantages of SVM and KNN a hybrid approach is generated using SVM-NN and to minimize the parameter of k value. The Linear Kernel function is calculated as,

$$k(X_i, X_j) = X_i^T X_j$$  \hspace{1cm} (3)
In above equation 3 shows that dot product between vectors, where \(X_i, X_j\) is the two dimensional vectors.

**B. SUPPORT VECTOR MACHINE – NEAREST NEIGHBOR**

Here multi dimensional dataset is trained with the SVM classifier. The Support vectors are chosen from the SVM trained model is taken as the input for test data. And apply the nearest neighbor concept to classify the test data with trained model.

**TABLE 1**  
*Procedure for SVM-NN Classifier*

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Load the dataset and divides the data into Training set ( T = {(x_i, y_i), (x_2, y_2), ..., (x_n, y_n)} ) where ‘x’ is an attributes of dataset and ‘y’ is an label and test data ( X = {x_1, ..., x_c} ) to classify, where ‘n’ is an number of values.</td>
</tr>
<tr>
<td>2</td>
<td>Apply the SVM Classifier algorithm to train the data and then identify the number of Support Vectors (SVs) from the Training set.</td>
</tr>
<tr>
<td>3</td>
<td>New Test data ‘X’ is classified with the SVs are used as a Training set and apply the Nearest Neighbor (NN) classifier technique in which Manhattan is used to calculate shortest distance between the new test data and SVs.</td>
</tr>
<tr>
<td>4</td>
<td>Identify the class label ( L = {1, -1} ) for new test data using NN.</td>
</tr>
<tr>
<td>5</td>
<td>Performance is evaluated for SVM-NN classifier using the predicted class labels for new test data and expected class labels using confusion matrix.</td>
</tr>
</tbody>
</table>

The above table 1 shows the procedure for the SVM-NN classifier model. From the SVM-NN classifier model, classifies the new unknown class labels test samples from the generated model and distance between the test samples and with all the support vectors are computed. The Manhattan (CityBlock) distance measure is used to compute the distance between the unknown test samples with the trained class labels. Classify the test samples with the minimum distance between the any one of the class labels. They are Manhattan distance measure used for classifier to compute the minimum distance.

\[
\text{Manhattan Distance} = \sum_{i=1}^{n} |x_i - y_i| \tag{4}
\]

In the above equations 4 says that \(x\) and \(y\) represents the data points with ‘n’ different attributes \(x = (x_1, x_2, ..., x_n)\) and a point \(y = (y_1, y_2, ..., y_n)\).  

**C. PERFORMANCE EVALUATION**

The performance evaluation is done with the test data using the classification model which is obtained from the training set. The test data are compared with the class labels of the expected class labels and performance is evaluated using the confusion matrix. The confusion matrix is used to visualize the
performance of the classifier which is specified in a table layout. It is also called as contingency table. The predicted class is represented in each column and actual instance of the class is represented in each row. By using this clearly understand the misclassification between the two classes.

V. IMPLEMENTATION RESULT
The performance evaluation of SVM-NN classifier is tested with the Diabetes Dataset. The input dataset is taken as the standard benchmark Diabetes dataset which contains the 768 samples with 8 attributes along with class labels and it is collected from the source of http://archive.ics.uci.edu/ml/datasets/Pima+Indians+Diabetes. The description of diabetes dataset is the patients are mostly females candidates at the age of 21 years old. The attributes includes that Plasma glucose level, Diastolic blood pressure, number of times pregnant, Triceps skin fold thickness, Serum insulin, Body mass index, Diabetes pedigree function, Age and class labels. It has no missing values in the Diabetes dataset. The Diabetes dataset is taken as the excel file format and it is loaded in a classifier algorithm. The entire Diabetes dataset is split into training samples and it is used to generate a model and test samples are applied to predict the class labels and compute the performance of the SVM-NN classifier.

A. SVM-NN IMPLEMENTATION RESULT
The SVM-NN classifier is implemented in the MATLAB (2012a) version 7.14.0.739 with additional SVM toolbox is used to build the classifier model. The SVM toolbox is used as LIBSVM. First construct the SVM classifier using LIBSVM tool to select the support vectors from the training samples and to minimize the size of training samples from given diabetes dataset. Here, the linear kernel function is used to convert the low dimensional feature space into high dimensional feature space for linear separable data to train the model. And test data is applied with the identified SVs and distance between the unknown class label test samples with the trained classifier of the SVM model as SVs.

Figure 4
Input data as Diabetes Dataset
Figure 5
*Model Generated from SVM classifier using LIBSVM Tool*

Figure 6
*Support Vectors are identified from Training Samples*
Figure 7
Training Samples for SVM-NN classifier

Figure 8
Class Labels for Training Samples
Figure 9
Model Generated for SVM-NN Classifier

Figure 10
Test samples to predict class labels
Figure 11
Class Labels predicted for test samples

Figure 12
Confusion Matrix for SVM-NN classifier for Diabetes Dataset
The above equation 5 shows the formula for classifier accuracy. Figure 4 shows the Diabetes dataset is taken as input data, Figure 5 represents the model generated for SVM classifier using LIBSVM tool, Figure 6 shows that support vectors are identified from the training samples, Figure 7 shows the training samples for SVM-NN classifier, Figure 8 represents the class labels for training samples, Figure 9 shows that model generated for SVM-NN classifier based on Figure 7 and 8, Figure 10 represents the test samples, Figure 11 class labels predicted for test samples, Figure 12 confusion matrix for SVM-NN classifier for diabetes dataset, Figure 13 shows the accuracy for SVM-NN classifier. The highest classification accuracy is achieved with SVM-NN of 95.4%.

**VI. CONCLUSION**

The hybrid approach for diabetes data classification builds the classifier that incorporates the SVM and K-NN classification algorithms. The proposed SVM-NN algorithm efficiently minimizes the size of training data points and used for large dataset. The performance evaluation of the SVM-NN approach using Manhattan distance measures in order to reduces the classifying time for high dimensional datasets. The performance of hybrid approach using the diabetes dataset performs well and gives higher classification accuracy. The highest classification accuracy is achieved with SVM-NN of 95.4%. The performance of the classifier is evaluated by confusion matrix evaluation technique. The future extension can be experimenting with using the different kernel functions for better accuracy.
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