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THE IMPACT OF GENETIC OPERATORS IN SOLVING MULTIPLE PROTEIN SEQUENCE ALIGNMENT
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ABSTRACT

Protein multiple sequence alignment is a fundamental task in bioinformatics. Its importance is due to its application in the estimation of the phylogeny tree, prediction of the secondary and tertiary protein structure. Obtaining the best solution in multiple alignment (MSA) is an NP-hard problem. This research work presents a novel and efficient approach for MSA of protein sequences by improving the genetic operators of Genetic Algorithm. We assess our algorithm on different protein benchmarks, e.g., BALIBASE, Swiss Prot and we have compared the obtained results to those obtained with other alignment algorithms, e.g., CLUSTALW, using the Column Score (CS) and Fitness Score. Experimental results show that the proposed one is indeed a better algorithm that can increase solution quality, reduce running time and can increase numbers of match column.
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INTRODUCTION

Multiple sequence alignment (MSA), the simultaneous alignment among three or more nucleotide or amino acid sequences, is one of the most essential tools in molecular biology. Sequence alignments are used to help in finding homology between new and existing sequences, to suggest primers for polymerase chain reaction, and to predict the secondary or tertiary structure of RNA and Proteins. Therefore, the development of efficient and accurate automatic methods for multiple sequence alignments is a very important research topic. Multiple sequence alignment is a procedure in which all sequences are made equal in length by inserting gaps among them, with similar residues aligned in the same columns. Two important properties of an MSA method are its accuracy and speed. The MSA algorithms can be classified into three groups: dynamic programming (DP), progressive methods, and iterative methods. DP optimizes the sum of pairwise alignment scores and its complexity is $O(LN)$, where $N$ is the number of sequences and $L$ is the average length of sequences. DP is not applicable to the alignment of more than twenty sequences because the required time is intolerable. Therefore, to overcome the time and space complexity problem, heuristic methods such as progressive and iterative methods have been proposed. Multiple sequence alignment has many applications. With respect to DNA sequences it is used to find the evolutionary relationship among the sequences that is, for phylogenetic tree construction or to establish homology between sequences. As a result homologous genes can be studied and new ortholog or paralog genes can be discovered. And in the case of protein sequences where it finds wide usage, it is used to find the structural and functional similarity among the proteins being aligned. Thus, the 3D structure of proteins can be predicted using MSA. Apart from the above major applications it is also used in other important areas such as biological modeling, profiling, PCR (Polymerase Chain Reaction) primer design and data validation. The motive behind MSA is to find motifs that occur in many sequences and can explain the functional similarity or mutations that cause a change in the function. Multiple sequence alignment like pairwise alignment results in many possible alignments. The optimal alignment or the accurate alignment depends on the application. Structural similarity exists if alignment of two residues in protein sequences, indicates a similar function in their 3D structure. The alignment of similar residues across multiple sequences may indicate a common ancestor if phylogeny is the criterion. In other words, after the MSA, residues that appear in the same column, which are usually called equivalent residues may be homologous or play a similar structural or functional role. The accuracy of multiple sequence alignment still remains an open problem. To align multiple sequences within limited resources, a number of methods have been developed. Many of them use iterative stochastic approaches especially genetic algorithms (GAs). They have been successfully applied to find good alignments for DNA, RNA and Protein sequences, for detail see. In general, heuristics offer more practical solutions but usually produce quasi-optimal alignment. The progressive approach is the most commonly used heuristic method by gradually aligning the closest pair to build MSA. Its main disadvantage is the alignment solution may be trapped in local optima, which stems from the greedy nature of this algorithm. This means that if mistakes are made in intermediate alignments, they cannot be corrected later when more sequences are added into the alignment process. Another approach is to use an extension of dynamic programming for simultaneously aligning multiple sequences, such as in Carrillo-Lipman algorithm, MSA, DGA, etc. In general, these algorithms often have higher quality solutions than the progressive approach. However, the drawbacks of these algorithms are the complexity in running time and memory requirements. Literature studies says that there are still a number of challenges in aligning protein sequences. First, the locally conserved regions, that reflect functional specificities or that modulate a protein’s function in a given cellular context, are less well aligned. Second, motifs in natively
disordered regions are often misaligned. Third, the badly predicted or fragmentary protein sequences, which make up a large proportion of today's databases, lead to a significant number of alignment errors. Although DP is the first recognized approach in optimally solving both longest common subsequence (LCS) and MSA problems, progressive is the most widely used approach in protein multiple sequence alignment. One of the most common tools in this field is ClustalW. It represents a complicated scoring method in which the gap opening and extension parameters are adjusted due to sequence length, hydrophilic regions and so on. Most of the progressive tools use the Sum-of-Pairs (SP) scoring method such as Mafft. T-Coffee employs a consistency-based scoring function and considers both local and global alignment information. It provides significant improvement in accuracy. Muscle uses a logexpectation scoring method. ProbCons utilizes a probabilistic consistency-based scoring method based on the pair hidden Markov model (pair-HMM). Probalign employs the partition function to calculate posterior probability. MSAProbs calculates posterior probabilities with both the pair-HMM and partition function. Recent researches tend to use sequence structure information to improve the alignment result. PROMALS3D and 3DCoffee use tertiary structure information which is not known for all existing sequences. It has been stated in the literature that none of the existing algorithms were capable of providing accurate alignments for all the test cases. As a consequence, iterative algorithms were developed to construct more reliable multiple alignments, using for example iterative refinement strategies. Hidden Markov Models and Genetic Algorithms and the clustal W. These methods were shown to be more successful at aligning the most conserved regions for a wide variety of test cases, although some accuracy was lost for distantly related sequences, in the 'twilight zone' of evolutionary relatedness. A genetic algorithm (GA) may be described as a mechanism that mimics the genetic evolution of a species. It is a non-analytical optimization technique that can give solutions to hard optimization problems that traditional techniques fail to solve. It is based on a simulated evolution, where processes such as crossover, mutation and survival of the fittest helped to "evolve" good solutions to a given problem. The main advantage of using genetic algorithms for MSA problem is that there is no need to provide a particular algorithm to solve a given problem. It only needs a fitness function to evaluate the quality of different solutions. Also since it is an implicitly parallel technique, it can be implemented very effectively on powerful parallel computers to solve exceptionally demanding large-scale problems. Therefore, in this paper a genetic algorithm based approach has been used to solve the MSA problem of protein sequences. The crossover and mutation operator has been modified (refer proposed approach section V.VI) based on certain parameters to produce new generation. A new methodology for the coming generations has been proposed so as to produce the best results for all the coming generations. Later, we have defined a scoring function to calculate the fitness function and match column by inserting GAP between the sequences and calculation the total result by which we can evaluate our proposed method. All the evaluation were made on the standard BAliBASE and SwissProt database and compared the proposed approach with well known Clustal W method. To obtain the best possible alignment, gaps are introduced in the sequence and a scheme for penalizing these gaps must be adopted. Gaps are inserted between the residues so that identical or similar characters are aligned in successive columns. The values of gap penalties depend on the choice of matrix and must balance their values. A high gap penalty in relation to the values in the matrix will impede the appearance of gaps. On the other extreme, a too low gap penalty will cause gaps to appear everywhere in the alignment. There are various other methods presented in the past for MSA problem such as the Clustal W. It is one of the most popular progressive alignment system. Since progressive alignment is a heuristic algorithm, Clustal W is not guaranteed to find optimal alignments. Clustal W exploits the fact that homologous sequences are evolutionarily related. It builds up multiple alignments progressively with a series of
pairwise alignments, moving from the leaves upward in a guide tree that estimates the phylogeny of the sequences. Although Clustal W doesn’t always find optimal alignments, in most cases those alignments give a good starting point for further automatic or manual refinement. This type of alignment is generally useful for the study of identifying regions that are highly conserved. The alignment can be further improved through sequence weighting, position-specific gap penalties and choice of weight matrix. The rest of the paper is organised as follows. In the next Section we introduce concepts underlying our research work, followed by the section which explains the experiments performed in order to validate and observe our test results. Finally, the concluding Section presents final considerations.

PROPOSED APPROACH
This section provides a brief idea about the representation of the sequences, problem description, the scoring function and the role of crossover and mutation operator in the study.

(i) Datasets
Two different types of datasets were used for the experimental study. The first dataset of five protein families with approximately the same length and with various numbers of sequences within each family was selected from the sequence database SwissProt. The second dataset of five references was obtained from the alignment database BALiBASE. Using these two datasets, results from our refined method and ClustalW were compared.

(ii) Representation
In this sub section the representation of the initial generation has been presented. By using a non-codified representation of the solutions, real multiple sequence alignments are used as data structures for each individual. This means that chromosomes are represented by arrays of characters, on which each line corresponds to a sequence in the alignment and each column represents an amino acid at a specific position. The possible values for each component of the individual are C, S, T, P, A, G, N, D, E, Q, H, R, K, M, I, L, V, F, Y and W which are in fact the amino acids. Also, the symbol “−” is used in order to represent a gap in the sequence. Consider k sequences to be aligned. These k sequences are generally of different lengths, say, from \( l_1 \) to \( l_k \). In the proposed approach, a candidate alignment or parent alignment in the MSA problem is represented as an array of the sequences or simply a matrix, where each sequence is encoded as an array of characters in the considered alphabet set. The maximum number of columns in the matrix is limited to \( W = \lceil \alpha \times l_{max} \rceil \), where \( l_{max} = \max\{l_1, l_2, ..., l_k\} \) and \( \lceil x \rceil \) is the smallest integer greater than or equal to \( x \) and the parameter \( \alpha = 1.2 \) is chosen independent for each candidate according to the probability distribution \( N(1.3, 0.2) \), where \( N(\mu, \sigma) \) denotes a Gaussian distribution with its mean \( \mu \) and variance. The population is initially randomly generated by loading each sequence to each line of the array, determining the size of the largest sequence and completing each one of the sequences with the gap sign until they reach the size of the biggest sequence plus a random number of gaps between 0 and 25% of the size of the largest loaded sequence. These gaps are randomly positioned into the sequences. After the population’s initialization, the solutions are combined and mutated, producing new individuals through a defined number of generations.

(iii) Scoring Function
In this sub section, a formal definition of the sum-of-pairs of multiple sequence alignment is introduced and calculated for the experiment, which is used as a tool to calculate fitness. Sum of pairs of multiple sequence alignment is defined as the problem of finding the alignment that has the maximum sum-of-pairs cost. Consider a family \( S = (S_1, ..., S_k) \) of k sequences with various lengths. Each sequence element represents a character from a given alphabet set A. For DNA (RNA) sequences, the alphabet set A consists of 4 characters of nucleotides, \( A = \{A, T (U), C, G\} \). For protein sequences, the alphabet set A consists of 20 characters of amino acids, \( A = \{C, T, S, P, A, G, N, D, E, Q, H, R, K, M, I, L, V, F, Y, W\} \).
V, F, Y, W). In order to evaluate the fitness of the sequence alignment, the Sum of pair method (SPM) is used in this paper. Sum of Pair Method (SPM) By using SPM, the fitness of a multiple sequence alignment can be determined by using equation (1a) and (1b). In equation (1a), $S$ is the cost of the multiple alignment. $L$ is the length (columns) of alignment, $S_j$ is the cost of the $j^{th}$ column of $L$ length. $N$ is the number of sequences, $A_i (A_j)$ the aligned sequence $i (j)$ and $cost(A_i, A_j)$ is the alignment score between the two aligned sequences $A_i$ and $A_j$. When $A_i \neq \cdot \cdot$ and $A_j \neq \cdot \cdot$ then $cost(A_i, A_j)$ is determined from the PAM 250 matrix (http://prowl.rockefeller.edu/aainfo/pam250.html.), a mutation probability matrix. The cost function includes the sum of the substitution costs of the insertion/deletions using a model with affine gap penalties as shown in (1b). Where, $G$ is the gap penalty, $g$ is the cost of opening a gap, $x$ is the cost of extending the gap by one and $n$ is the length of the gap. By this way, the fitness of a multiple sequence alignment is calculated. The complexity of this function is $O(N^2L)$.

$$S = \sum_{i=1}^{N} \sum_{j=1}^{L} s_{ij} \quad \text{where} \quad s_{ij} = \sum_{k=1}^{j-1} \sum_{l=1}^{i-1} cost(A_i, A_j) \quad \cdots \cdots \quad (1a)$$

$$G = g + nx \quad \cdots \cdots \quad (1b)$$

The score is calculated by scoring all the pairwise comparison between each residue in each column of an alignment and adding the scores together. This score will act as a measure to evaluate fitness of the population at each generation. Score for each column for the given sequences is calculated as per the data available in the PAM 250 Matrix.

**(iv) Fitness using scoring value**

For simplicity, the fitness function is chosen the same as the objective function defined in subsection (iv).

**(v) Crossover operation**

In our experiment, for the crossover operation the system randomly generates a real value between zero and one and then compares it with a predefined crossover rate $CR$, where $CR \in [0, 1]$. If the generated random number is smaller than or equal to the value of $CR$, then the crossover operation is performed, the genes before a randomly generated crossover point of the two chromosomes will be exchanged, and then the offspring are put into a mating pool. Otherwise, the parents of chromosomes will be put into the mating pool, where the size of the mating pool is the same as the population size. The crossover operation will be performed repeatedly until the mating pool is full. An example of the crossover operation is shown in Figure 1.

**Figure 1**

*The crossover operation.*
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(vi) **Mutation Operation**
Here, an explanation of the mutation operation performed in the experiment is detailed. The mutation operator preserves diversification in the search. The mutation operator chosen was the random mutation. This operator is applied to each offspring in the population with a predetermined probability. For a randomly chosen gene $i$ of an individual $(g_{i1}, ..., g_{in}, g_{n+1}, ..., g_{2n})$, the allele gene $i$ is replaced by a randomly chosen value from the interval $[0, 1]$. We assume that the probability of the mutation in this work is 0.01%. With 1000 genes positions we should expect $1000 \times 0.001 = 1$ genes to undergo mutation for this probability value. Three genes are chosen randomly which shall take the different positions not necessarily successive $i < j < l$. The gene of the position $i$ becomes in the position $j$ and the one who was at this position will take the position $l$ and the gene that has held this position takes the position $i$.

![Table 1 Example of Position Mutation operator](image)

<table>
<thead>
<tr>
<th>Parent</th>
<th>Child</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 2 3 4 5 6</td>
<td>1 6 3 2 5 4</td>
</tr>
</tbody>
</table>

(vii) **New Generation**
To form the new generation, a selection strategy has been used where multiple sequence alignment from the parent and the child generations compete based on their objective fitness scores. Here, the best 50% of the parent population and the best 50% of the children population are merged together while ensuring that there is no duplication of individuals. Other approaches such as 70-30% and 30-70% or the 60-40% and 40-60% parent-child population has also been tested but, these approaches has not shown any effective improvement in quality of solution and hence not been considered. This new generation (50% of parent and 50% of child) is now been considered as a parent population to continue the evolution process of the proposed approach.

(viii) **Termination Condition**
The termination conditions used for the experiment are as follows: (1) The number of generations exceeds the maximum number of generations ($G_{\text{max}}$) permitted, which is 200 for the experiment. (2) If the best fitness score does not improve over a given number of generations. When the termination conditions are satisfied, the resultant alignment matrix is obtained. The computational complexity of the proposed method was $(N^2 + L^2)$, where $L$ is the length of the sequence and $N$ is the number of sequences.
RESULTS AND DISCUSSION

In this section, the experimental methodology followed in this work is detailed. Moreover, results obtained with the proposed method are presented and discussed. The main objective of the research work is to observe the role of proposed genetic algorithm in solving MSA problem of protein sequences in terms of quality and scores of the sequence aligned. We performed extensive experiments on the proposed approach with genetic algorithm. The experiments were performed using C programming on an Intel Core 2 Duo processor with T9400 chipset, 2.53 GHz CPU and 2 GB RAM running on the platform, Microsoft Windows7. To perform a fair comparison with the Clustal W method, the proposed approach uses the same stop condition and population size as configured by Clustal W. The population size was established to 1000 individuals, and the maximum number of generations was 200 with a crossover probability of 0.8%, mutation rate of 0.01% and the tournament size is 2 for the experiment. The scoring matrix and the space score used for the experiment are PAM 250 and -10, respectively, for each Protein sequences. In order to evaluate our proposed
approach, we carried out the experiments for Ten datasets with different lengths from the BALiBASE database and SwissProt database. Availability of literature about performance of other related algorithms on these data sets prompted us to select them for our study. For each of the experiment, alignments were performed with the proposed approach and were compared with Clustal W. Performance, in terms of both efficiency and apparent alignment quality, are summarized for several of our experimental runs. Table 2 and 3 shows the comparison results. It is shown that the proposed algorithm has the better results for most test cases as compared to Clustal W. Bold- faced text indicates the best score among the algorithms.

Table 2

Comparison of the alignment results between proposed method and Clustal W with BALiBASE datasets.

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Match Column</th>
<th>Fitness Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Category</td>
<td>Name</td>
<td>Proposed Method</td>
</tr>
<tr>
<td>Reference 1</td>
<td>1ad2</td>
<td>18</td>
</tr>
<tr>
<td>Reference 4</td>
<td>1ycc</td>
<td>8</td>
</tr>
<tr>
<td>Kinase1</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>Reference 5</td>
<td>1thm1</td>
<td>8</td>
</tr>
<tr>
<td>S52</td>
<td>21</td>
<td>19</td>
</tr>
</tbody>
</table>

Figure 3

Bar graph comparison of Match column between the proposed and CLUSTAL W method for BALiBASE dataset.
Bar graph comparison of Fitness Score between the proposed and CLUSTAL W method for BALiBASE dataset.

Table 3
Comparison of the alignment results between the proposed method and Clustal W with SwissProt datasets.

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Family</th>
<th>Match Column</th>
<th>Fitness Score</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Proposed Method</td>
<td>Clustal W</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Proposed Method</td>
<td>Clustal W</td>
</tr>
<tr>
<td>Tox10</td>
<td>Toxin</td>
<td>4</td>
<td>7</td>
</tr>
<tr>
<td>flavo4_1</td>
<td>Flavodoxin</td>
<td>55</td>
<td>50</td>
</tr>
<tr>
<td>tim5</td>
<td>TIM</td>
<td>51</td>
<td>48</td>
</tr>
<tr>
<td>tryp4</td>
<td>Trypsin</td>
<td>57</td>
<td>55</td>
</tr>
<tr>
<td>apolipo4</td>
<td>Apolipo</td>
<td>45</td>
<td>37</td>
</tr>
</tbody>
</table>

Bar graph comparison of Match Column between the proposed and CLUSTAL W method for SwissProt dataset.
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CONCLUSION

Multiple sequence alignment is very useful in many scientific fields, including biology. However, it belongs to the combinatorial optimization problems with exponential time complexity. Genetic algorithm is an optimization technique that is effective for this type of problems. In this study, we have described the genetic algorithms methodology and demonstrated how it can be implemented to produce optimal or near-optimal solutions to the MSA problem. In this paper, an attempt has been made to show the influence of genetic operators in construction of an efficient MSA for protein sequences. The objective of this study is to validate the efficacy of the proposed approach and assess it by comparing with other commonly used algorithm for MSA over different datasets. In this work, modification in the genetic operators has been implemented so as to get optimal MSA. We have calculated the match column score and the fitness score with the proposed approach and compared it with the Clustal W method over different datasets. The experimental result shows that the proposed method gives a better scope for multiple sequences alignment, as the results of each alignment tends to improve, which is observed by the increase in fitness score. During the test analysis, it was found that the solution of the proposed method was not always the best for some test case but, it was always close to the best. Finally, other relevant works published in the literature\textsuperscript{35, 36,37,38,39,40} were also studied to validate our results. To this respect the conclusion that can be drawn is that the novel approach proposed in this paper obtains very promising protein sequences that significantly surpass previously published Clustal W results in most of the cases.
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