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SOFT COMPUTING TECHNIQUES FOR CATEGORICAL DATA ANALYSIS IN BIO-INFORMATICS
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ABSTRACT

Computer based data analytical algorithms have found immense use in all fields. Data Science is emerging as one of the prominent disciplines in Intelligent Bio-Sciences. This field requires collaborative efforts from Biological Scientist, Doctors, Epidemiologists, Computer and Data Scientists, policy makers and administrators. Huge amounts of biological, medical and epidemiological data generated are being studied for knowledge discovery and pattern mining. Knowledge gained from these data are significant as they touch human lives. Hence it is important that they are carefully stored, retrieved, analysed and mined. Categorical (non-numerical data) and high dimensional data are becoming very common in a lot of real-time Bio-Medical applications. These data are packed with information which helps users understand features better as they involve natural language in most cases. But, it is difficult to map the categorical data to scale and analyze where as it is easy in the case of continuous or numerical data. This paper discusses the features of categorical and high dimensional data as well as variants of Fuzzy and Rough set based clustering algorithms like FCM and MMR, MMeR, SDR, SSDR.
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I. INTRODUCTION

Modern information systems for Bio-Informatics are witnessing a lot of research advancements. The nature of data involved in these systems is continuous, categorical, spatial, and evolving. Clustering such feature rich data requires robust algorithms. Crisp clustering algorithms are more suitable for continuous or numerical data. But they cannot handle multi-valued attributes and categorical data.

Information systems can be constructed after data collection and preprocessing. Table 1 illustrates an excerpt of data studied in\textsuperscript{8} Information system helps to understand the properties of biological and demographic entities. Then the data is analysed in terms of – looking for similar entities with same properties (clustering), looking for outliers (entities that deviate from expected behaviour) and so forth. Such Clustering of data can help scientists understand the properties of data and the resultant conditions. Imposing crisp boundaries on clusters may not give appropriate result and analysis. It is also observed that most of the real-time applications involve data that cannot be placed under specific boundary defined clusters\textsuperscript{1}. Soft clustering techniques which are fuzzy based and rough set based have been proposed by a lot of researchers. They also handle high dimensional data effectively.

### Categorical Data and High Dimensional Data

The high dimensionality of objects is represented using the feature vectors. Microarrays for gene sequencing and expression in the biological domain; epidemiological, ecological data, spatial data, spatio-temporal data in the Medical Information domain are some fields that involve complex and high dimensional data objects. Exhaustive ecological, epidemiological studies with respect to sand flies and control measures in a specific geographic region is carried out\textsuperscript{8}. Rough Set Theory based modeling was derived based on Myocardial Infarction data obtained from one city and applied to predict similar condition in another city\textsuperscript{9}. Clinical epidemiological study on demographic based risk factors for Myocardial Infarction is documented in\textsuperscript{7}.

II. Soft Clustering algorithms

Analysis of ecological, epidemiological, cohort data involves identifying specific condition features that result in an outcome. It includes grouping similar data objects for which Clustering is used. There are two categories of Clustering Algorithms – Crisp and Soft. Crisp category places a data item in exactly one cluster whereas the latter gives every data item, a degree of belonging to more than one cluster. Soft Clustering algorithms identify more than one cluster for a data item. Fuzzy based algorithms accomplish this using a membership function. Rough set based algorithms group data items into lower and upper regions of clusters. Rough Set Theory based algorithms are best suited for Bio-Informatics as it is data oriented, can handle inconsistent data, data with any number of critical attributes\textsuperscript{9}. A data item can belong to more than one upper region of multiple clusters. This ability of the algorithms gives an edge when compared to hard clustering techniques. A comparative study of hard and soft algorithms is discussed and how soft clustering is better than hard clustering is also demonstrated.

### Fuzzy C Means Algorithm

FCM allows a data item to belong to more than one cluster\textsuperscript{1}. It is based on the minimization of...
an objective function involving the number of data items. Every data item is represented as an \( d \)-dimensional vector. The degree of membership of the objects is given by a matrix. The membership function for the data items at the edge of a cluster is less that the data item that is close to the centroid. The centroid is obtained by the calculating the average of all data items weighted by their degree of membership to a cluster. It is an iterative algorithm and goes through multiple passes before termination. The results tend to vary for different membership functions and just do not rely on the nature of data unlike Rough Set based algorithms. Further, it requires considerable domain knowledge to have a good choice of membership function.

**Rough K Means Algorithm**

Rough Set concepts are used in K-Means algorithm with the inclusion of lower and upper approximations. Each cluster is identified based on its lower and upper approximations. The properties defined are

1. A data item \( x \) can belong to the lower approximation of at most one cluster. \( A \) is the subset of attributes considered for partition of the universal set, \( c_i \) is a cluster.

\[
\hat{x} \in A(c_i) \rightarrow \hat{x} \in A(c'_i)
\]

2. A data item that is not a part of any lower approximation belongs to upper approximation of two or more clusters.

Every data item is represented as a vector and a distance vector is assigned between the data item and the centroid of a specific cluster. The distance ratio is used to determine the membership of the distance vector. A threshold value is used to check the ratio of distances between the data objects and cluster centroids.

**MMer Algorithm**

MMer algorithm uses the concept of roughness which allows a data item to belong to different clusters with different degrees. Roughness is the ratio of cardinality of lower and upper approximation\(^4\). It is documented to be successfully applied in different fields\(^7\,8\). The algorithm uses roughness of an attribute to calculate its mean roughness with respect to other attributes. Later the attribute with minimum of this roughness is chosen as the attributes with minimum of mean roughness is considered for clustering. The attribute with minimum roughness is considered to be the splitting point further partitioning till the desired number of partitions were achieved.

**MMeer Algorithm**

Rough Set Theory partitions a given set of objects (universe) represented in an Information System based on equivalence relation which is a subset of attributes. MMeR algorithm is based on the principle that mean of roughness values for every equivalence class of each attribute is to be calculated. Then the attribute that belongs to an equivalence class with least mean is chosen as splitting attribute for further partitioning. The lower the mean roughness is the higher the crispness of the cluster\(^5\).

\[
\text{MeR}(\alpha_j) = \frac{\sum_{i=1}^{n} R_{\alpha_j}(x_i)}{n-1}
\]

In order to calculate MeR, upper and lower approximations based on \( R \) (subset of attributes considered for partitioning the universe) are to be calculated. Then Roughness \( R_{\alpha_j} \) is calculated based on the ratio of lower and upper approximation which is equivalent to the accuracy of approximation and is the measure of roughness\(^6\).
Table 2
A sample dataset with four attributes (a1 – a4)

<table>
<thead>
<tr>
<th>History (a1)</th>
<th>Medical Condition1 (a2)</th>
<th>Medical Condition2 (a3)</th>
<th>Medical Condition3 (a4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 diabetes</td>
<td>High</td>
<td>High</td>
<td>RS171</td>
</tr>
<tr>
<td>2 smoking</td>
<td>Medium Low Moderate</td>
<td></td>
<td>RS10</td>
</tr>
<tr>
<td>3 hypertension</td>
<td>Medium High Low</td>
<td></td>
<td>RS110</td>
</tr>
<tr>
<td>4 smoking</td>
<td>High Moderate</td>
<td></td>
<td>RS110</td>
</tr>
<tr>
<td>5 hypertension</td>
<td>Medium High Low</td>
<td></td>
<td>RS171</td>
</tr>
<tr>
<td>6 diabetes</td>
<td>Low</td>
<td>High</td>
<td>RS10</td>
</tr>
<tr>
<td>7 hypertension</td>
<td>Medium High High</td>
<td></td>
<td>RS171</td>
</tr>
<tr>
<td>8 hypertension</td>
<td>Medium High Low</td>
<td></td>
<td>RS171</td>
</tr>
<tr>
<td>9 diabetes</td>
<td>Low</td>
<td>High</td>
<td>RS10</td>
</tr>
<tr>
<td>10 smoking</td>
<td>Low Moderate</td>
<td></td>
<td>RS10</td>
</tr>
</tbody>
</table>

Table 3
Calculation of Mean Roughness for a1

<table>
<thead>
<tr>
<th>X1 (h)</th>
<th>X2 (s)</th>
<th>X3 (c)</th>
<th>Mean Roughness</th>
</tr>
</thead>
<tbody>
<tr>
<td>wrt a2</td>
<td>0</td>
<td>0.8</td>
<td>1</td>
</tr>
<tr>
<td>wrt a3</td>
<td>0.6</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>wrt a4</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 3
Calculation of Mean of Mean Roughness

<table>
<thead>
<tr>
<th>Attributes</th>
<th>Mean Roughness</th>
<th>Mean of Mean Roughness</th>
</tr>
</thead>
<tbody>
<tr>
<td>a1</td>
<td>Rough(a1), j=2.34(0.6, 0.5, 1)</td>
<td>0.7</td>
</tr>
<tr>
<td>a2</td>
<td>Rough(a2), j=1.34(0.750, 0.8929, 1)</td>
<td>0.88</td>
</tr>
<tr>
<td>a3</td>
<td>Rough(a3), j=1.24(0.52, 0.94, 1)</td>
<td>0.62</td>
</tr>
<tr>
<td>a4</td>
<td>Rough(a4), j=1.23(1, 0.67, 1)</td>
<td>0.89</td>
</tr>
</tbody>
</table>

Cluster Selection in MMeR
Mean of minimum roughness of an attribute with respect to every other attribute is used to identify the splitting attribute and clusters. Hamming distance is used to calculate the average distance between every tuples in each cluster. Considering the average distances in each cluster, the one with least average distance is chosen for further splitting. The attribute a1 is chosen as the splitting attribute for the dataset given. This approach will create stable clusters as the mean of roughness is considered. This is better when compared to MMR algorithm in terms of the stability of the clusters.

SDR and SSDR Algorithm
SDR algorithm is an improvement upon SDR algorithm, where after calculating the mean roughness of each attribute, standard deviation to each attribute is calculated. This approach showed improvement in terms of purity index of the cluster. SSDR used the standard deviation of standard deviation roughness of each attribute. It is calculated using the formula

III. Purity of a Cluster
Purity of a cluster determines the relevance of the data items to its cluster. Purity (i) = NC/ND
NC = Number of data occurring in both the ith cluster and its equivalence class
ND = Number of data in the data set
Overall Purity = SP / N_CI
SP = Sum of purity of all the clusters
N_Cl = Number of clusters

CONCLUSION

Rough set based algorithms handle categorical, hybrid and high dimensional data clustering in Bio-Informatics and other domains effectively. The algorithms also handle the instability of clustering processes and do not demand the domain knowledge. These features make them robust. Fuzzy-rough based concepts may be used for splitting phase.

REFERENCES